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Abstract— This paper introduces a unified deep neural network
(DNN)-based precoder for two-user multiple-input multiple-
output (MIMO) networks with five objectives: data transmission,
energy harvesting, simultaneous wireless information and power
transfer, physical layer (PHY) security, and multicasting. First,
a rotation-based precoder is developed to solve the above prob-
lems independently. Rotation-based precoding is a new precoding
and power allocation scheme that beats existing solutions for PHY
security and multicasting and is reliable in different antenna
settings. Next, a DNN-based precoder is designed to unify the
solution for all objectives. The proposed DNN concurrently learns
the solutions given by conventional methods, i.e., analytical or
rotation-based solutions. A binary vector is designed as an
input feature to distinguish the objectives. Numerical results
demonstrate that, compared to the conventional solutions, the
proposed DNN-based precoder reduces on-the-fly computational
complexity more than an order of magnitude while reaching
near-optimal performance (99.45% of the averaged optimal
solutions). The new precoder is also more robust to the variations
of the numbers of antennas at the receivers.

Index Terms— Deep learning, precoding, MIMO, physical
layer, SWIPT, wiretap channel, energy harvesting, beamforming.

I. INTRODUCTION

W IRELESS communication faces unprecedented chal-
lenges in terms of diverse objectives (e.g., throughput,

energy efficiency, security, and delay) and emerging applica-
tions (e.g., Internet of things (IoT), wearables, drones, etc.).
As a recent example, with a daily average data rate over
16.6 Gigabytes, the communication traffic for in-home data
usage during the COVID-19 outbreak in March 2020 has
increased 18 percent compared to the same period in 2019 [2].
Such multifaceted challenges are conventionally addressed
separately in the physical layer (PHY) because it is not
possible to come up with one optimal solution satisfying all
of those diverse and, at times, clashing requirements and
objectives. However, in practice, many of those objectives
should be met simultaneously in some applications, e.g., in IoT
devices with limited computational resources that need to
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Fig. 1. A system with multiple communication services.

harvest energy for their transmission). Conventional solutions
may even differ only if the number of antennas at the users.

Motivated by the above, a streamlined system (illustrated
in Fig. 1) is unified with prolific transmission functions: high
data rates, strong security, and efficient energy exploitation.
The integrated transmission system is required for three facets
(categories of tasks) simultaneously: 1) data transmission
such as wireless information transmission (WIT) and multi-
casting; 2) green communication, including energy harvest-
ing (EH) and simultaneous wireless information and power
transfer (SWIPT); 3) secure communication, e.g., physical
layer (PHY) security. This full-featured system motivates us
to consider the following question: How can we integrate all
of these facets into one system with acceptable or even better
performance?

To answer this question, it is enlightening to understand the
current approaches to address those objectives. As an essential
part of the multiple-input and multiple-output (MIMO) com-
munication systems, precoding and power allocation schemes
(or equivalently, transmit covariance matrix design) are typ-
ically used to address each of those facets independently of
the others. More specifically, for each of the five objectives
we mentioned (i.e., WIT, EH, SWIPT, PHY security, and
multicasting), one or more independent solutions are devel-
oped in the literature (see Table I). For some objectives, such
as WIT, an optimal closed-form solution is known, which is
obtained via celebrated singular value decomposition (SVD)
and water-filling [3]. Linear precoding and power allocation
solutions for EH and SWIPT can be found in [4] and [5]. For
others, such as PHY security in the MIMO wiretap channel,
only sub-optimal or iterative solutions are known in general
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TABLE I

THE DESIRED OBJECTIVES AND EXISTING SOLUTIONS

[6]–[8] as the problem is not convex. Among them, generalized
singular value decomposition (GSVD)-based precoding [6] is
a fast, sub-optimal solution, whereas alternating optimization
with water-filling (AO-WF) [7] has better performance but
requires much more time. Yet, those methods may not be
close to the capacity in some antenna settings [8], [9]. The
spatial correlation of the MIMO wiretap channel with EH
constraints is considered in [10]. Lastly, multicasting is a
min-max fair problem to enlarge the transmission rate for
all users. In the multiple-input single-output (MISO) case,
semidefinite relaxation (SDR) techniques yield a closed-form
solution [11]. In the MIMO case, a cyclic alternating ascent
(CAA) linear precoding is proposed in [12].

As listed in Table I, various different approaches are used to
design precoder for the problems and, yet, some of them are
not effective in all antenna settings. Among those problems,
O3 to O5 are more challenging. In the first part of this paper,
we apply rotation-based precoding (RP) to the latter three
problems. This approach uses one method of solution for all
those three problems.1 More importantly, in general, it results
in better performance for these objectives when compared with
existing methods. RP can be applied to all of those problems
to unify the optimization approach. However, the optimization
problems corresponding to those objectives are still solved
individually.

In the second part of this paper, we introduce a unified deep
neural network (DNN)-based precoder to solve optimization
problems corresponding to those five objectives (O1 to O5)
at once. This will settle the question we raised earlier in this
paper. The new question is how we can “teach” a DNN [13]
to concurrently and effectively “learn” all objectives together?
To this end, we utilize a supervised DNN to learn from
the solutions given by the RP by using the backpropagation
algorithm which updates internal parameters from presentation
layers [13]. We introduce an input feature to distinguish the
objectives, and we interpret “learn” as the act of choosing the
best precoder. DNN is a good “learner” due to its sensitivity
to the same types of input and output pairs, even if mathe-
matical models/solutions for those pairs are totally different.
DNN-based precoding can realize unification2 by regulating
all the input objectives with one structure.

1The RP can be applied to all of the five problems listed in Table I. However,
RP has no advantage over the existing solutions for WIT and EH as analytical
solutions are available for them.

2 It is worth noting that this paper provides a unification of five objectives
(O1- O5) by training one DNN, and will finally obtain the output for each
of the objectives. The objectives are needed one at a time, not concurrently.
It is different from multi-objective optimizations, such as [14], which ‘jointly’
optimize multiple objectives in one problem.

Before this work, DNN has separately been applied to
many communications problems independently. To name a
few, in [15], DNN is employed to model a Markov chain
to obtain the rate-energy region of SWIPT in practical EH
circuits. In [16], an autoencoder is proposed in which DNN
learns the optimal mapping from the encoder to the decoder
for PHY security. In [17], a DNN-based precoder for the
wiretap channel is considered for specific antenna settings.
We do not expect that supervised DNN to significantly surpass
conventional mathematical methods in communications; nev-
ertheless, DNN holds promise for many front-end technologies
in complex scenarios [18], such as spectrum intelligence which
deceptively manages the radio resource [19]–[21]; transmis-
sion intelligence which focuses on reaching channel estimation
and characterization [22], [23]; network intelligence which
enhances the communication quality at the system-level [24].

A. Motivation and Contribution

Apart from unifying precoder design for multi-objective
systems discussed earlier, computational efficiency is another
reason that motivates us to investigate a DNN-based precoder.

DNN is a universal function approximator [25] that has
achieved a remarkable capacity for algorithm learning [26].
DNN is essentially a set of filters that is applied repeatedly
to batches of the input. The network owns fixed times of
convolution operation on weight matrices which can avoid
the endless loop of iteration. In other words, DNN is able to
achieve high resource utilization, e.g., matrix rather than vector
operations on graph processing unit (GPU), which in turn can
substantially reduce the computation costs without sacrificing
accuracy. As a data-driven technique, DNN is usually arranged
offline and only needs to be performed once.

In this paper, we design a unified precoder based on a
DNN architecture that explores a different way of thinking
for wireless communication systems. Our main contributions
are:

• We introduce rotation-based precoding and power alloca-
tion for multiple objectives, including WIT, EH, SWIPT,
PHY security, and multicasting. An immediate benefit of
this method is that it converts the positive semidefinite
(PSD) constraint of the covariance matrix into linear con-
straints to simplify the optimization problems. Further,
this method can improve the performance of the state-of-
the-art in the wiretap and multicasting.

• Rotation-based precoders are designed for SWIPT, PHY
security, and multicasting, and have a more stable and
even better performance than existing methods. Higher
secrecy rates are achieved over MIMO wiretap channels
with different numbers of antennas. Besides, it enlarges
the data transmission rates for multicasting with lower
computational complexity.

• Then, we propose a unified DNN-based precoder which
“learns” from the conventional mathematical models,
including analytical solutions or rotation-based methods.
This precoding scheme can solve all objectives at the
same time, since the network is trained by all the func-
tions together. To distinguish the objectives, an input

Authorized licensed use limited to: VILLANOVA UNIVERSITY. Downloaded on July 24,2021 at 02:23:56 UTC from IEEE Xplore.  Restrictions apply. 



4478 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 69, NO. 7, JULY 2021

feature utilizing a binary code is designed. This feature
provides a mode selection to realize the multiple func-
tions in one DNN.

• The proposed DNN-based precoding is more efficient
than the state-of-the-art iterative solutions and could be
even better than the analytical solutions. Specifically, it is
more than an order of magnitude faster than numerical
solutions using a central processing unit (CPU). In the
scenario where a GPU is affordable (like base stations),
it takes an average execution time around 0.40ms and
0.043ms corresponding to 10 and 100 channels concur-
rently. The realization of DNN can be parallelized in
GPU, so that the computational burden is comparable to
that of the analytical solutions, when they exist.

B. Organizations and Notations

The remainder of this paper is organized as follows.
We introduce the system models for the five objectives
in Section II, and formulate rotation-based precoding in
Section III. In Section IV, we propose the DNN architecture
for our unified precoder. We illustrate the training process
and results in Section V. Finally, we conclude the paper in
Section VI.

Notations: Bold lowercase letters denote column vectors
and bold uppercase letters denote matrices. ai,j represents
the entry (i, j) of matrix A. vec(·) vectorizes a matrix by
cascading columns. |·|, (·)T , ln(·), tr(·) are the absolute value,
Euclidean norm, transpose, natural logarithm, respectively.
diag(·) designates the diagonal matrix of the set inside. sign(·)
extracts the sign of a real number. E{·} is the expectation of
random variables. [x]+ expresses the maximum value of 0 and
x. Ia is an a×a identical matrix, and 0a×b (1a×b) is all-zeros
(all-ones) matrix of dimension a × b.

II. SYSTEM MODELS AND MATHEMATICAL

PRELIMINARIES

A. Channel Model

In this paper, we consider a MIMO wireless communication
system with one transmitter and two receivers. The transmit-
ter (Tx) is equipped with m transmit antennas and broadcasts
information to the users. Inside Tx, a linear precoder is applied
as shown in Fig. 2. In this figure, s � [s1, . . . , sm]T is an
independent and unit power symbol vector, that is, E{ssT} =
Im. Λ � diag(λ1, . . . , λm) represents the power allocation
matrix, and V ∈ Rm×m is the precoding matrix. Then, the
transmitted signal x is

x = VΛ
1
2 s, (1)

whose covariance matrix is Q � E{xxT } = VΛVT . The
channel input is subject to an average total power constraint

tr(E{xxT }) ≤ P. (2)

At the receivers’ side, user equipment 1 (UE1) and user
equipment 2 (UE2) are equipped with n1 and n2 antennas,

Fig. 2. The two-user MIMO network with m, n1, and n2 antennas at Tx,
UE1, and UE2, respectively. Here, x ∈ R

m×1 is the transmitted signal, V ∈
R

m×m is the precoding matrix, and λ1, . . . , λm are the powers allocated to
symbols s1, . . . , sm, respectively.

respectively. It is assumed that the transmission is over a flat
fading channel. The input-output relations are given as

y1 = H1x + w1, (3a)

y2 = H2x + w2, (3b)

in which y1 ∈ Rn1×1 and y2 ∈ Rn2×1 are received signals
at UE1 and UE2, H1 ∈ Rn1×m and H2 ∈ Rn2×m are the
channels corresponding to UE1 and UE2, and w1 ∈ Rn1×1

and w2 ∈ Rn2×1 are independent and identically distributed
(i.i.d) Gaussian noises with zero means and identity covariance
matrices. The above-mentioned MIMO communication system
can have multiple objectives as described in the following.
Throughout this paper, Oi refers to objective i, i ∈ {1, . . . , 5},
as described in Table I.

B. Objectives

1) WIT (O1): In this objective, UE1 acts as an information
decoding user who seeks for highest transmission rate over
the MIMO channel, while UE2 is ignored. The information
transmission capacity C1 is obtained by solving the following
problem [3]

(P1) C1 � max
Q

1
2

log |In1 + H1QHT
1 |, (4a)

s.t. Q � 0,Q = QT , tr(Q) ≤ P. (4b)

The optimal solution of (P1) is obtained using singular value
decomposition (SVD) and water-filling algorithm [3]. The
optimal covariance matrix in (P1) can be expressed as

Q∗
1 = ABAT , (5)

in which A is obtained as the right-singular vectors of
the channel H1, and B is obtained from water-filling algo-
rithm [3]. Later, we will use this analytical solution to generate
training sets for O1.

2) EH (O2): EH refers to transmitting electrical energy
originated from a power source. The transmitter emits
radio-frequency signals, and UE2, as an EH user, tries to max-
imize energy transmission efficiency. The objective function of
this problem is shown in [4]

(P2) C2 � max
Q

η · tr(H2QHT
2 ), (6a)

s.t. Q � 0,Q = QT , tr(Q) ≤ P (6b)
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where η is the converting rate of the harvested energy and,
without loss of generality, we assume η = 1 throughout
the paper. The optimal analytical solution is given in [4].
It applies SVD to decompose channel H2 as H2 = EFGT ,
in which E and G are orthonormal matrices and F is a
diagonal matrix that contains non-negative singular values.
If the diagonal elements of F are in descending order, then
the optimal solution of (P2) is given as [4]

Q∗
2 = Pg1gT

1 (7)

where g1 is the first column of G.
3) SWIPT (O3): SWIPT is to balance the WIT from Tx

to UE1 and the EH at UE2 simultaneously. As defined in
[4], SWIPT characterizes the optimal trade-off between the
maximum energy and information transfer by the rate-energy
region which is formed as [4],

(P3) C3 � max
Q

1
2

log |In1 + H1QHT
1 |, (8a)

s.t. η · tr(H2QHT
2 ) ≥ Ē , (8b)

Q � 0,Q = QT , tr(Q) ≤ P, (8c)

in which Ē is a dynamic threshold representing the required
minimum energy harvested by UE2. The value of Ē is in the
range from minimum (Emin) to maximum (Emax),

Ē � Emin + q(Emax − Emin), (9)

where q is called the normalized EH level and varies from
0% to 100%. Since we are looking for the maximum rate-
energy boundary, Emin is defined as the energy received by
UE2 when UE1 achieves the maximum data rate, i.e., (P1)
reaches its optimal. Then, we have Emin = η · tr(H2Q∗

1H
T
2 )

where Q∗
1 is given in (5). On the other hand, Emax can be

obtained when UE2 reaches the maximum EH level by solving
(P2), i.e., Emax = C2. When q = 0% or q = 100%, (P3)
degenerates to (P1) and (P2), respectively.

4) PHY Security (O4): Under this objective, UE1 is a
legitimate user and requires a message while keeping it secret
from an eavesdropper, UE2. The precoder is expected to
maximize the secrecy transmission rate [27]

(P4) C4 � max
Q

1
2

log
|In1 + H1QHT

1 |
|In2 + H2QHT

2 |
, (10a)

s.t. Q � 0,Q = QT , tr(Q) ≤ P. (10b)

An optimal analytical solution for MIMO wiretap channel
only exists in limited cases, including the case when nt =
2 [9]. Other solutions are numerical like GSVD [6], AO-WF
[7], etc.

5) Multicasting (O5): In this configuration, Tx offers a
multicast message to multiple users, such as advertisements
and emergency alerts. To ensure that the multicast message
can be decoded by everyone, the multicast rate is limited to
the minimum rate of the receivers. The transmission rate of
this problem is formulated as [12]

(P5) C5 � max
Q

min
u=1,...,U

1
2

log |Inu + HuQHT
u |, (11a)

s.t. Q � 0,Q = QT , tr(Q) ≤ P. (11b)

In the MISO case, SDR techniques yield a closed-form
solution [11]. In the MIMO case, CAA is proposed in [12],
and [28] mentions that the problem can be solved by semidef-
inite programming (SDP) directly. Moreover, [29] introduced
a nonlinear random search with rotation parameters. However,
the existing methods are limited to the computational complex-
ity or are only available for a specific number of antennas.

As we saw, (P1)-(P5) have different expressions and solu-
tions in general. As the objective changes, the corresponding
solution changes completely. In addition, best solutions for
(P3)-(P5) are iterative, which are slow and incur high com-
plexity. To tackle this, we first propose a unified solution for
(P3)-(P5), which is robust and reliable in a variety of antenna
settings. Then, we propose DNN-based precoding that can
solve (P1)-(P5) simultaneously and efficiently.

III. ROTATION-BASED PRECODING

In this section, we introduce RP and apply it to
(P3)-(P5). We should highlight that RP can also be applied to
(P1)-(P2), but these two problems have competitive analytical
solutions, and there is no need for a new solution. Besides,
an arbitrary covariance matrix Q can be formed by non-
negative eigenvalues and rotation angles [8, Lemma 1]. Hence,
the optimization problem can be transformed to an equivalent
parameterized optimization using RP.

A. Rotation-Based Precoding (RP)

The covariance matrix Q can be formed using the eigen-
value decomposition as

Q � VΛVT , (12)

in which Λ ∈ Rm×m is a diagonal matrix, whose diagonal
elements [λ1, . . . , λm] are non-negative due to the PSD
constraint. Then, the average power constraints in (P1)-(P5)
are equivalent to

∑m
i=1 λi ≤ P . Thus, the PSD and power

constraints can be represented as a set of linear constraints

{λi|λi ≥ 0,

m∑
i=1

λi ≤ P}. (13)

Besides, V ∈ Rm×m is an orthonormal matrix due to the
symmetric property of Q. It can be modeled as a Given’s
matrix [8], [30] also named as a rotation matrix

V =
m−1∏
i=1

m∏
j=i+1

Vi,j , (14)

where Vi,j is an identity matrix except for four elements[
vi,i vi,j

vj,i vj,j

]
=

[
cos θi,j − sin θi,j

sin θi,j cos θi,j

]
. (15)

Intuitively, for any vector v in Rm×1 vector space, Vi,j · v
represents a rotating from the ith standard basis to the jth
standard basis with a certain rotation angle θi,j . In total,
we need3

na =
1
2
m(m − 1), (16)

3Specially, for m = 1, Q becomes a scalar. In RP, we only have one
eigenvalue and no rotation angles. In such a case, (16) becomes 0.
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rotation angles to represent V in (14). There is no constraint on
rotation angles, i.e., θi,j ∈ R. In [8, Lemma 1], we have proved
that an arbitrary covariance matrix Q can be represented by
m non-negative eigenvalues and na rotation angles. Therefore,
the optimization on Q can be equivalently transformed to
optimization parameters using RP with the constraint (13).

It is worth mentioning that the order of multiplication in (14)
is not unique and different order will lead to different rotation
angles θi,j . In this paper, without loss of generality, we use
the order defined in (14). Then, the rotation parameter vector
can be defined as

r � [λ, θ]T (17)

where

λ � [λ1, . . . , λm] and θ � [θ1,2, . . . , θm−1,m]. (18)

To this end, Q can be specified by the parameter vector r with
the new constraint

Lr ≤ b, (19)

where

L �
[−Im 0m×na

11×m 01×na

]
and b �

[
01×m

P

]
. (20)

B. Rotation-Based Precoder for O3 to O5

The problems (P3)-(P5) are challenging and optimal ana-
lytical precoding matrices are not known. In the following,
we apply RP to the problems, which can parameterize all
of the problems with rotation angles and power allocation
parameters. One benefit of the new formulation is that it
transforms the matrix constraints Q � 0 into a set of linear
constraints and hence simplifies the optimization problems.

1) RP for SWIPT: Applying the RP on (P3), the objective
function of SWIPT becomes

(P3a) C3 = max
r

1
2

log |In1 + H1QHT
1 |, (21a)

s.t. η · tr(H2QHT
2 ) ≥ Ē , (21b)

Lr ≤ b, (21c)

in which the three constraints (symmetric, PSD, and total
power constraint) in (8c) are converted to one linear constraint
as (21c). This problem can be solved by a general optimization
tool such as fmincon in MATLAB. Here, (21c) is a linear
inequality constraint and (21b) can be added as a non-linear
constraint in fmincon. For initialization of Q we use the
solution of (P2), i.e., Q∗

2 in (7). Then, we obtain the initial
value r using (12)-(15) or Algorithm 1 in [8]. Finally, we can
obtain Q∗

3 which is defined to be the optimal solution for O3.
2) RP for PHY Security: Applying RP to PHY Security

problem results in

(P4a) C4 = max
r

1
2

log
|In1 + H1QHT

1 |
|In2 + H2QHT

2 |
, (22a)

s.t. Lr ≤ b. (22b)

The rotation-based modeling transforms the constraints (10b)
of (P4) into (22b). Then, this new optimization problem can
be solved by a convex toolbox such as fmincon in MATLAB.

Then, we can obtain Q∗
4 for O4. Although the PHY security

is known as a non-convex problem, the performance of RP is
more reliable compared with existing solutions, such as GSVD
[6] and AO-WF [7].

3) RP for Multicasting: In this paper U = 2 and (P5) can
be reformed as

(P5a) C5 = max
r

min {Ru} , u = 1, 2, (23a)

s.t. Lr ≤ b (23b)

where Ru represents the WIT rates of UE1 and UE2, i.e.,

Ru(Q) � 1
2

log |Inu + HuQHT
u |, u = 1, 2. (24a)

(P5a) is the minimum of two WIT problems represented in
(P1) which is concave [3]. Thus, (P5a) is concave. Define the
optimal solutions Q∗(1)

1 and Q∗(2)
1 for R1 and R2 in (24a).

Then, (P5a) in (23) can be solved by three sub-cases:

• Case 1: R1(Q
∗(1)
1 ) ≤ R2(Q

∗(1)
1 ), then the optimal

multicast covariance matrix of (23) is Q∗
5 = Q∗(1)

1 .
• Case 2: R1(Q

∗(2)
1 ) ≥ R2(Q

∗(2)
1 ), the optimal multicast

covariance matrix of (23) is Q∗
5 = Q∗(2)

1 .
• Case 3: Otherwise, we solve the rotation parameters

in (23) using fmincon.

Since the first two sub-cases are actually WIT problems with
analytical solutions, the efficiency of the solution improves
compared to iterative solutions such as CAA [12] and SDP.
Till now, the solutions Q∗

3 to Q∗
5 for O3 to O5 are obtained

using the RP, respectively. In the next section, we propose a
supervised DNN that learns from the above solutions and find
the covariance matrices corresponding to (P1)-(P5) at once.

The RP-based solution can be applied to a more general
case with multiple users, i.e., U > 2. With more users,
the capacity evaluation can be more complex, and the rotation
parameters may increase or remain the same depending on
the specific problem. For example, for multicasting (O5) even
if there are multiple users there is one covariance matrix to
be optimized [12], and thus, the DNN training and accuracy
will not be affected. On the other hand, if the number of
covariance matrices increases by introducing more users in
the network, the DNN-based precoder should be retrained.
For example, O1, MIMO transmission with multiple users,
also known as Gaussian MIMO broadcast channel [31], and
O4, Gaussian MIMO multi-receiver wiretap channel [32],
the covariance matrix Q is constructed by U independent
covariance matrices, i.e., Q =

∑U
u=1 Qu. When applying RP

for user u, we have Qu = VuΛuVT
u . Thus, we will have

independent rotation parameters for each user to optimize and
train the DNN.

IV. A UNIFIED DNN-BASED PRECODER

In this section, we introduce a unified DNN-based precoding
and power allocation scheme, including the DNN structure,
the input features, and network outputs. DNN can increase
efficiency by unifying the solution for all of the problems
together in contrast to the conventional methods which per-
form optimization one by one.
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Fig. 3. The structure of the proposed DNN-based precoding. The currently
selected mode is Mk .

Before talking about the details of the DNN, we indicate
that O3 (the SWIPT problem) will be differentiated for nine
normalized EH level in (9) for

q ∈ {90%, 80%, . . . , 10%}. (25)

These sub-problems are named O3(90%) to O3(10%) as
shown in Table II. Then, for the proposed DNN, a unique index
Mk, k ∈ {1, . . . , K}, represents different modes. Therefore,
we have K = 13 modes in total. It is worth clarifying that Oi

refers to the configurations of precoding objectives, i.e., WIT,
EH, etc., while we use Mk for integer index and simplifying
the expressions. These are listed in Table II for clarity.

A. The DNN Structure

The structure of the proposed DNN-based precoding is
demonstrated in Fig. 3. At the top, the parameters of the two
users, including mode and channel selection. The DNN-based
precoder can provide the precoding solution directly, while
it is necessary to activate one of the conventional methods
according to the user requirement. The DNN-based precoder
can be divided into three parts shown by different colors
in Fig. 3. These are 1) the input layer, which pre-processes
the input information and generates a feature vector for DNN;
2) DNN is applied to achieve the non-linear mapping between
the features and demanded outputs; 3) the output layer that
maps the output to a covariance matrix for precoding.

As shown in Fig. 4, the architecture of the DNN precoder
has ten fully-connected hidden layers equipped with paramet-
ric rectified linear units (PReLU) [33] as activation functions.
PReLU is defined as

f(y) =

{
y, y ≥ 0,

αy, y < 0
(26)

Fig. 4. The DNN architecture.

Fig. 5. Feature design for the input layer.

where α = 0.25 is a trainable initialized parameter.4 PReLU
extends the freedom of the DNN to mimic a mapping and to
prevent over-fitting at the same time.

B. Input Features

The schematic diagram of the input layer is shown in Fig. 5.
The required inputs are H1, H2, and mode index, which is
given by k ∈ {1, . . . , K}. The feature vector contains four
sub-features, namely, v0, v1, v2, and v3 which are

v0 � ck, (27a)

v1 � s(vec(F))T , (27b)

v2 � s(vec(FT F))T , (27c)

v3 � c(vec(F))T (27d)

where ck ∈ R1×4 is a binary-code vector identifying the k-th
objective. The objectives and the corresponding code are listed
in Table II. F contains channel information defined as

F � [HT
1 H1 HT

2 H2]. (28)

s(x) is the element-wise square root function keeping the sign
of input x, i.e.,

s(x) � sign(x) · |x| 12 . (29)

4We have examined the performance of PReLU initialized with a fixed
value 0.25 given in [33] and random uniformly distributed values. The fixed
initialization achieves better performance, especially for O4.
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TABLE II

CODE VECTOR DESIGN FOR EACH MODE

Similarly, c(x) is the element-wise cubic root function, which
defined as

c(x) � sign(x) · |x| 13 . (30)

Among the sub-feature vectors, v0 represents the feature
with respect to the mode index. With such a definition,
the DNN has better performance in recognizing the input
objectives. Besides, v1, v2, and v3 are formed based on
channel matrices. We use HT

1 H1 and HT
2 H2 rather than using

H1 and H2 directly, since

|I + HQH| = |I + HTHQ|, (31a)

tr(HQHT ) = tr(HTHQ), (31b)

can be applied to optimization problems introduced in
Section II. With such a definition, the dimension of input
features is related only to m rather than m, n1, and n2.
Furthermore, non-linear combinations of channels are also
considered to deliver more information to the DNN in order
to achieve a better non-linear capability.

Considering that the distribution of the channel elements is
Gaussian, the elements of F have a high density concentrating
around 0. This decreases the fairness and distinguishability of
the input features. To overcome this problem, we use square
root and cubic root in (27b)-(27d) to flatten the distribution of
the features to some degree. Finally, the input feature vector
v is a cascade of these sub-feature vectors

v � [v0, 0.2v1, 0.05v2, 0.4v3]T (32)

where the coefficients are chosen experimentally to normalize
the sub-feature vectors and improve the accuracy of the DNN
and the speed of learning [34], [35]. In this paper, we consider
P = 20 and m = 3 while n1 and n2 can be any number based
on specific cases. In this scenario, the size of the input of the
DNN is 76.5

C. Network Outputs

Since the covariance matrix is symmetric, the output (vector
q) contains only upper triangular elements of Q. That is,

q � [q1,1, q2,2, q3,3, q1,2, q2,3, q1,3]T . (33)

Then, Q can be assembled as

Q =

⎡
⎣q1,1 q1,2 q1,3

q2,1 q2,2 q2,3

q3,1 q3,2 q3,3

⎤
⎦ = VΛVT . (34)

5The input vector v contains 27 pairs of the same features since HT
1 H1

and HT
2 H2 are symmetric. Such redundancy will be automatically reduced

by the first hidden layer of the DNN [35].

Fig. 6. Comparisons of SWIPT region for the RP and TS-PS for 10,000 ran-
dom trials. The colors distinguish different transmit powers.

The precoding and power allocation matrices V and Λ, respec-
tively, are obtained by eigenvalue decomposition. To ensure the
PSD and total power constraints, negative diagonal elements
in Λ are normalized to zero and the trace is scaled to P . In the
training procedure, q is known through RP corresponding to
the problem discussed in Section III. Whereas, during testing,
Q will be obtained from the output vector and the precoding
solution is obtained by eigenvalue decomposition [17].

V. TRAINING PROCEDURE AND NUMERICAL RESULTS

In this section, we initially verify the performance of RP
which is used to train the network. Then, we explain the details
of our data set and the training procedure. Finally, we examine
the performance of the proposed DNN-based precoding.

A. Performance of RP

1) SWIPT (O3): In Fig. 6, the performance of RP is com-
pared with the time-switching and power-splitting (TS-PS) [4]
and random trials of Q. For RP and TS-PS, eleven thresholds Ē
equally dividing the interval [Emin, Emax] are considered in the
cases of P = 10, 20, and 40 (W). The channels are assumed
to be quasi-static, flat Rayleigh fading channels, in which the
channel coefficients are randomly and independently generated
using the standard Gaussian distribution:

H1 =

⎡
⎣−2.2975 0.4896 −1.8310

1.4576 −0.6100 0.3800
0.8998 0.0916 −0.3128

⎤
⎦ , (35a)

H2 =

⎡
⎣−0.3276 3.3159 −0.9956

1.5765 0.2604 0.2578
−0.3337 1.1478 −0.3364

⎤
⎦ . (35b)

For both channels, RP can reach the same rate-energy region
as TS-PS. The random trials are based on 10,000 realizations
of Q.

2) PHY Security (O4): In this subsection, we consider the
MIMO wiretap channel. The performance of RP is compared
with GSVD [6] and AO-WF [7] in Fig. 7. The achievable
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Fig. 7. Comparisons between the secrecy transmission rate of the RP with GSVD and AO-WF.

Fig. 8. Comparisons between the multicast transmission rate and computational cost of the RP with CAA and SDP.

secrecy rates are averaged over 200 random channel real-
izations, where the channels are generated as independent
standard Gaussian random variables. Fig. 7(a) and Fig. 7(b)
represent relative improvements defined as

ηg =
(Rr − Rg)

Rg
× 100%, (36a)

ηa =
(Rr − Rg)

Rg
× 100%, (36b)

in which ηg and ηa represent the percentages that RP exceeds
GSVD and AO-WF, i.e., the bluer, the better. Rr, Rg, and Ra

are the average secrecy rate achieved by RP, GSVD, and AO-
WF, respectively. P = 20W and m = 3 are set in this figure.
Each cell denotes a pair of n1 and n2. The RP can highly
outperform GSVD for a fewer number of antennas; it can
also outperform AO-WF with multiple antennas. There is a
noticeable gap between RP and GSVD when the eavesdropper
has a smaller number of antennas. For a larger n2, RP is
capable of reaching a higher secrecy rate compared to AO-
WF. Further illustrations are shown in Fig. 7(c) considering
two cases over 200 channel realizations. The plots show the
average secrecy rates versus transmit power in the case of
m = 3, n1 = 2, n2 = 1 and m = 3, n1 = 3, n2 = 5.
We see that RP can perform stably and reliably in those cases.
Moreover, the average time costs over all cases in Fig. 7(b)
of RP is 27.65ms which is less than 38.26ms achieved by
AO-WF.

3) Multicasting (O5): For multicasting, we compare RP
with the CAA [12] and standard SDP techniques. Here,
we apply CVX [36] to realize SDP solutions for multicasting.

We investigate a variety of combinations of {n1, n2}, and
the results are listed in Fig. 8. Similar to (36a)-(36b), we define
the relative improvement factors ηc and ηs representing the
percentages that RP exceeds CAA and SDP, respectively. It
can be seen from Fig. 8(a) that RP slightly beats CAA in all
settings. Besides, RP outperforms SDP when n1 �= n2. This
advantage is especially remarkable when n1 > n2 = 1 or
n2 > n1 = 1 in Fig. 8(b). It is worth noting that, in the case
of n1 = n2, RP has a very close performance to SDP. This
can be found in the diagonal of Fig. 8(b).

Moreover, the benefits of RP in reducing complexity cannot
be ignored, which is analyzed in Fig. 8(c). Fig. 8(c) com-
pares the time cost when n1 = n2 where SDP works well.
It can be seen that RP has the best efficiency, while CAA is
computationally expensive due to the successive optimization
SDP problem. The improvement of time efficiency is partially
due to the sub-cases we divided in Section III-B3. In Case-1
and Case-2, the solution can be obtained analytically, which
is much efficient than Case-3. The probability of Case-3 is
estimated by the Monte Carlo method. The results are obtained
over 20,000 random channels for each specific n1 and n2

with fixed P = 20W and m = 3. As shown in Fig. 9,
the probability of Case-3 is reduced with the increase of
n1 and n2, which explains the drop in the time cost of RP
in Fig. 8(c).

In summary, RP provides a unified solution for the stud-
ied precoding problems. It is feasible for SWIPT. Also,
it is reliable for PHY security and multicasting prob-
lems in the variety of the number of transmit and receive
antennas.
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Fig. 9. The probability (%) that Case-3 occurs when the RP is used for
multicasting problem.

B. Complexity Analysis of RP

Matrix multiplication and inversion yield the complexity
of O(Γ3) where Γ = max(m, n1, n2) [37]. The fmincon
algorithm applies a quasi-Newton algorithm, namely, Broyden-
Fletcher-Goldfarb-Shanno (BFGS) algorithm together with
interior-point method, which has the complexity of O(n2)
[38], where n is the size of input variables which is the total
number of optimized rotation parameters, i.e., 1

2m(m+1) [8].
Thus, the overall complexity of RP together with fmincon
is O(m4 + Γ3). For O3, SWIPT [4, Algorithm] uses the
ellipsoid method, which has the computation complexity of
O(n2) per step. n is the number of variables, which is two
in [4, Algorithm], and the step is 1

n+1 . Overall, SWIPT [4,

Algorithm] achieves the O(Γ3

ε ), in which ε is the convergence
tolerance of algorithm. For O4, AO-WF [7, Algorithm 1]
yields O(Γ3

ε log(1/ε)), and GSVD-based precoding [6] has the
complexity of O(Γ3 + Γ log(1/ε)) [37]. More details can be
found in [8] and the reference therein. For O5, CAA applies
a second-order cone program (SOCP), and use the interior
point method in SeDuMi, which yields the complexity of
O(a2b2.5+b3.5) [39], where a is the number of input variables
and b is the number of rows of the linear matrix inequality
(a = m2, and b = 2 is the number of users in [12, Formula
(18)]). Hence, CAA [12, Algorithm 1] has the complexity of
O(1

ε (m4 + Γ3)).

C. Data Set Generation and Training Procedure

In order to evaluate the performance of the proposed
DNN-based precoding, we generate over two million random
realizations of H1 and H2. Each element of the channels
follows N (0, 1). From these channel realizations, 2,000,000
channels contribute to the training set and 10,000 of them
are used for testing. Since the number of transmit antennas
m and power P are fixed at the Tx side, we set m = 3 and
P = 20W in all training and test sets. The number of antennas
of UE1 and UE2, i.e., n1 and n2, are randomly chosen from
1 to 5, covering most cases of user devices.

For each channel realization in the training and test sets,
we generate 13 samples (defined as input-output pairs) corre-
sponding to the K objectives in Table II. In such K samples,
each one contains an input feature vector according to (32)

TABLE III

DATASETS GENERATION

TABLE IV

HYPER-PARAMETERS IN TRAINING PROCEDURE

and a corresponding output vector q formulated as (33) given
by the solution of the RP method. That is, for O1 and O2,
we have analytical solutions given in Section II-B1 and II-B2;
while for M3 to M5, the RP method for each is given
in Section III-B1 to III-B3. Therefore, the training set has
26,000,000 samples and the test set has 130,000 samples. The
details of training and test sets are summarized in Table III.
The large training set can reduce the chance of over-fitting,
as noted in [40].

The training procedure is executed on a single graphical
card (NVIDIA GeForce GTX 1660Ti) using Adam [41] as
an optimization method. All training procedures share the
same group of hyper-parameters as listed in Table IV. The
learning rate controls how quickly the DNN can change the
weights, and it drops by 20% after one epoch in this paper.
Mini batch size indicates how many samples are considered
together for one update of the DNN weights. We choose
a small mini-batch size to escape or reduce the over-fitting
problem [42]. A relatively small mini-batch size is also helpful
to improve the performance of generalization. The weights in
DNN will fall into a flat local minimum rather than a sharp
local minimum [43]. Max epochs denotes the times that all
data set has been taken into the training procedure. After the
training process, the DNN-based precoding is ready for testing.

D. Numerical Results

In this part, we evaluate the performance of the proposed
unified DNN-based precoding in different antenna settings.
The DNN precoder is used in the following way. Two users
are equipped with any number of antennas covering from
1 to 5, respectively. For a given channel pairs H1 and
H2 with a required mode from Table II, the input layer
converts the channels and the mode to sub-feature vectors as
(27b)-(27d) and (27a), respectively. Then, the output q in (33)
can be found in the output layer.

The evaluation of the DNN-precoder contains three metrics:
1) The mean square error (MSE) of elements in Q provided

by the DNN-based precoding;
2) The performance compared to the conventional methods.
3) Time consumption for each objective.

1) MSE of Elements of Q: The MSE is evaluated to ensure
feasibility. The MSE is defined as the variance between the
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Fig. 10. The performance of the proposed DNN-based precoder compared
with conventional methods on 5 objectives. In this figure, the achievable rate
is in bit per second per hertz (bit/s/Hz) and harvested energy is in Watt (W).

qi,j given by the DNN-based precoder and the one obtained by
the corresponding conventional method. The MSE is between
0.0652 and 0.0918 averaged over 130,000 samples in the test
set, which indicates the capability of DNN-based precoding.

2) Performance Evaluation: The performance of the pro-
posed DNN-based precoder for each objective is shown
in Fig. 10, where the achievable rate is in bit/s/Hz and har-
vested energy in Watt is normalized by the baseband symbol
period [4]. Here we plot the first fifty channel realizations
from the test set for each objective. We choose O3(60%) and
O3(20%) as representatives for SWIPT. In each subfigure,
the solid line represents the achievable rate or harvested energy
obtained by conventional methods (analytical solutions for
O1 and O2, and RP for O3 to O5), whereas the dashed
light-colored line is the result given by the DNN-precoder.
It can be seen that the results are almost fitting the corre-
sponding conventional solutions.

The average achievable rates or harvested energy are
reported in Table V. The accuracy is defined as the percentage
of DNN-precoder to the conventional methods, i.e.,

ζ
(k)
d � R

(k)
d

R
(k)
c

× 100%, k ∈ {1, . . . , 13} (37)

where k is the mode index, R
(k)
d and R

(k)
c are the results

(achievable rate or harvested energy) of DNN-precoder and the
conventional methods. Average accuracy is listed in Table V.
On average, the accuracy is 99.45% among all tasks. The
performance of the DNN-precoder could be seen the same
as the RP method except for O4.

TABLE V

AVERAGE ACHIEVABLE RATE (Bit/s/Hz) OR HARVESTED ENERGY (W)

Fig. 11. The rate-energy region achieved by DNN-precoder for SWIPT.

It is worth mentioning that the work in [17] is specifically
aimed at O4 and is only feasible for {n1 = 4, n2 = 3}
and {n1 = 2, n2 = 1}. The accuracy in [17] is 97.71% and
93.72%. In this paper, the DNN-precoder is able to achieve
96.94% and 93.15% on those two settings of n1 and n2. The
slight loss is attributed to much wider antenna settings in this
problem, as shown in Table III.

Next, the rate-energy region of SWIPT is demonstrated
in more details. We have arranged nine modes for SWIPT
inside the DNN-based precoding, which can be generated as
an achievable rate-energy region for any arbitrary channel.
In Fig.11, the DNN-based solution is compared with con-
ventional methods using the channels in (35). Both of the
methods have been executed for q = [100%, 90%, . . . , 0%].
For the DNN-based precoding, q = 100% is actually O2, EH;
q = 0% is obtained by O1, the WIT. Those two methods
provide almost the same rate-energy region.

3) Time Consumption: The average time consumption
(averaged over 10,000 channels) of the conventional and
DNN-based solutions is compared with conventional methods
in Fig. 12. All objectives are implemented on the same CPU,
channel by channel. For O1 and O2, conventional methods
are more efficient since they are analytical solutions and are
faster than the DNN-based precoder. The execution time for
the analytical solution is calculated based on the average over
10,000 channel realization. The advantage of the DNN-based
precoder will appear on other objectives where only numerical
solutions exist. The conventional methods require around 16ms
to 27ms to achieve solutions while the proposed DNN-based
precoding needs less than 1.5ms. On average, it saves 91.91%
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Fig. 12. The time cost of each objective.

Fig. 13. Average execution time over different batch sizes.

of run-time if we assume that the four objectives occur with
the same probability.

DNN-based precoding is beneficial for complicated equip-
ment, such as base stations that serve a large number of
users at the same time, where GPUs are affordable for more
than one channel. The average time will reduce dramatically
attributed to the parallel computing ability of GPU. We use
the batch size denoting the number of channels or objectives
processed simultaneously. Fig. 13 reveals the relation between
batch size and time computation using CPU and GPU. For
example, when batch size is 100, the time cost is 0.4007ms
on CPU and 0.0426ms on GPU. Then, the computational load
can be largely reduced. The time efficiency of DNN using
GPU exceeds analytical solutions when processing more than
1000 realizations in one batch. It worth mentioning that the
type of our GPU is Intel(R) Core(TM) i5-9400 @ 2.90GHz,
and CPU is NVIDIA GTX1660Ti.

We understand that generating data sets and training the net-
work is time-consuming. However, these procedures are per-
formed only once and in an offline manner. Once this is done,
the DNN-based precoder becomes a matrix multiplication that
can be used as long as the assumptions on the channels are
valid. On the other hand, for the conventional solution the
optimization problem corresponding to each objective needs to
be solved for each input channel independently. So, the DNN
approach shows its advantages in long-term usages.

E. The Scale of DNN-Based Precoding

In this part, we evaluate the performance of the DNN-based
precoding associate with the depth (number of hidden layers)

Fig. 14. Feature design for the complex channels.

and the width (number of hidden nodes) of the network. The
proposed DNN has ten layers in which nine of them have
256 hidden nodes and the last one has 128 hidden nodes.
So we define this network as 10 in depth and 256 in width.
Other networks are trained and tested in the same way as we
have done in the previous experiments. The performance is
listed in Table VI, including the accuracy in (37) and average
time cost. For O1 and O3, all of the networks work well and
close to the RP. The performance and the time cost of O2,
O4, and O5 are positively related to depth and width. As a
balance of solution quality and time consumption, we choose
the depth as 10 and width as 256 in this paper, even though
better performance can be achieved using a deeper and wider
network.

The performance of the DNN-based precoder is evaluated
for different numbers of hidden layers (depth) and hidden
nodes (width). Increasing the depth and width increases the
performance but increases the computational complexity.

F. DNN-Based Precoder for Complex Channels

With a slight modification of its input and output, the pro-
posed DNN-based precoder can be applied to complex chan-
nels. The complex communication system with two users
can be described by (3a)-(3b) where x ∈ C

m×1, Hu ∈
Cnu×m, and yu,wu,∈ Cnu×1 u ∈ {1, 2} for user index. The
covariance matrix Q � E{xx†} is also complex, where (·)†
represents Hermitian transpose. The objective functions will
remain the same, except that coefficient 1

2 will be removed
from all capacity equations. So, the basic feature can still
be H†

uHu. Different from the real system case, H†
uHu is a

complex and Hermitian. So, we modify the vectorization when
building the input vector in Fig. 14. Compared with the input
feature design for a real system, the only two differences are
H†

uHu and the vectorization G(·), which is defined as

a = G(A) � vec{Re[U(A)] − Im[L(A)]}, (38)

where vec(·) vectorizes a real matrix, U(A) remains the
upper triangular matrix of A, and L(A) keeps the lower
triangular matrix. The output of the DNN precoder is design
to be q = G(Q). The complex system needs extra hidden
nodes or additional layers in the network. The training data
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TABLE VI

THE ACCURACY (%) AND TIME CONSUMPTION (MS) OF THE DNN-BASED PRECODING WITH DIFFERENT DEPTHS AND WIDTHS

TABLE VII

THE ACCURACY (%) OF THE DNN-BASED PRECODING FOR COMPLEX CHANNELS

set needs to be regenerated based on complex channels and
the corresponding solutions for each objective function. The
learning rate dropping factor is 0.85; all the other training
hyperparameters are the same as the DNN for real channels,
given in Table VI. The experiment result is shown in Table VII.
It can be seen that the performance of the DNN precoder is
still very close to that of the conventional solutions, except
for O4. O4 is unique since it is a non-convex problem and the
conventional solutions may be terminated at a local minimum.
This will lead to a mapping that is hard to learn and part of
the training set may mislead the DNN.

To improve the performance of the DNN precoder on O4,
one option is to increase the number of hidden nodes or layers,
which is reasonable since the complex relation is more difficult
to learn and we need three more output values compared to
the real system DNN precoder. As we can see in rows 1-3
in Table VII, the accuracy of DNN improves with additional
width or depth. Another way is to train DNN with higher
variance inputs and test with a lower variance. Compare to
rows 1-3, the performance of DNN is improved for rows 4-6,
for O4. Rows 4-6 are tested with channels in a narrower region
than the training set. The reason is, DNN precoder performs
a set of regression tasks. Testing in a shrunk range will not be
affected by the marginal effects.

VI. CONCLUSION

In this paper, a unified DNN-based precoder has been
proposed for green, secure wireless transmission in two-user
MIMO systems. Specifically, WIT, EH, SWIPT, PHY security,
and multicasting problems have been considered. We first
use rotation-based precoding to derive the transmit covariance
matrix for the above problems from which the DNN learns.
The overall performance of the rotation-based precoder is
better than the existing methods for SWIPT, PHY security, and
multicasting. These conventional methods based on the math-
ematical models are used for data set generation and training
procedure of DNN. Next, a DNN-based precoder is designed

to unify the solutions for different objectives. This DNN-based
precoding can effectively optimize all objectives at the same
time. In terms of achievable rates and harvested energy, The
performance of the unified DNN-based precoder is similar to
the method it learns from, whereas its time cost is substantially
lower than the conventional iterative solutions. Due to its lower
computational complexity and its high flexibility, the proposed
precoding is suitable for emerging existing applications, where
the low-latency and low-complexity devices are necessary.
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