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Abstract—Embedded applications often have real-time requirements and thus meeting the user-specified deadline are essential for good user experience. Frequency (down)scaling is a widely-used technique to improve energy efficiency but may lead to violations of the user-specified deadline. Thus, a workload prediction model is of critical importance to guide the frequency scaling. In this letter, we propose WoMA, a supervised learning model to predict dynamic workload (execution cycles) of embedded applications based on their input data. WoMA is built on our key observation that the workload of some embedded applications is primarily determined by their input size. Using the “input size” as features, we apply a logistic regression method to construct WoMA trained and tested using five popular embedded applications: adpcm, aes, dsin, blowfish, and gsm. Since frequency scaling is typically performed at discrete levels, for each application, we classify its workload into five distinct classes. For a given test input, WoMA will predict the class of its corresponding workload. Cycle-accurate simulation results show that 100% of WoMA predictions are accurate. Thus, we use WoMA to guide frequency scaling, resulting in power saving by 9.9%–61.8% across these benchmark applications.
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I. INTRODUCTION

Embedded systems have been increasingly used in our society due to a wide adoption of emerging Internet of Things (IoT) including smart health [6] and autonomous cars [2]. Regardless of the application scenario, power consumption is a primary concern in the design of embedded systems [10]. Dynamic voltage and frequency scaling (DVFS) is a typical method to reduce system power dissipation [1]. In particular, DFS is used to dynamically scale the frequency level of the system so as to provide “just-enough” circuit speed to process the system workload.

Many embedded applications are real-time applications that require a certain amount of response time. In this letter, we focus on applications with soft real-time requirements. That means, while meeting the timing deadline specified by users are essential for good user experience, finishing applications earlier than the timing deadline does not help improve the user experience. This creates an available slack. A DFS technique typically exploits this slack to improve power efficiency. Essentially, this exploitation requires a knowledge of application workload in advance and dynamically adjust the DFS effort to provide “just-enough” circuit speed. The prediction of dynamic workload, however, is challenging because the workload is determined by the input data.

Existing DFS research can be roughly classified into three categories based on their assumption of workload models. The first category assumes that the application workload is known in advance [11]. The second category utilizes static compilation analysis to determine worst-case workload [9]. The last category uses runtime statistics of applications to determine the workload [1]. Unfortunately, none of these works can actually predict the dynamic workload of embedded applications for a specific input stimuli before its execution. This prediction, however, is critical to design a smart DFS strategy before the actual execution of embedded applications.

To tackle this challenge, we develop WoMA, a machine learning-based model to predict the workload of an embedded application for a given input stimuli. This prediction is possible through our key observation between input stimuli and dynamic workload. The advantages of WoMA are three-fold: (1) it does not require the knowledge of the source code of the programs; (2) it is an input-aware model and can predict the workload for different input; (3) it is a light-weight model using the logistic regression method. Specifically, our contributions are as following:

- We present our key observation of the relationship between application workload and input stimuli in five popular embedded applications, based on which we define such embedded applications as size-oriented applications.
- We develop WoMA, a machine learning model that can predict the application workload based on the input size. Across various size-oriented applications, WoMA exhibits 100% accuracy in classifying the workload.
- We demonstrate the application of WoMA by using it to guide dynamic frequency scaling. Results show that we can save 9.9% – 61.8% power consumption across five size-oriented applications.

II. MOTIVATION STUDY

Fig. 1 shows an example program control flow graph with four nodes, where each node represents a basic block of which the workload is fixed, e.g., the workload of the first node is 1. The overall workload of this program is determined by the execution path. For example, if the program takes the left path and has 2 iterations on the last node, then its workload is $1 + 10 + 5 \times 2 = 21$. If the program takes the right path and has one iteration on the last node, then the workload would be $1 + 1 + 5 = 7$. Hence, the workload is purely dependent on the program execution path. For programs without random
functions internally, (which is our assumption in this work), the program execution path is purely dependent on the input stimuli. That is, for a fixed program and fixed input stimuli, the workload is also fixed. Thus, the key to predict the workload is to establish the mapping relationship between the input stimuli and the program execution path.

III. WORKLOAD ANALYSIS

In this section, we present our key observation of workload of several widely-used embedded applications in Mibench [4]: adpcm, dfsin, aes, blowfish, and gsm, which are defined as size-oriented applications. We characterize their workload as follows: First, we provide different input datasets as stimuli to the applications. For each input stimuli, we use the cycle-accurate Gem5 simulator under ARM architecture model to simulate the corresponding cycles, i.e., workload. Second, we use a Monte-Carlo method by repeating such simulation process for 1K times where we randomize the input stimuli each time. By this, we refer to randomizing both the input value and the input size. Note that for some applications, the workload is monotonically increasing with the increase of input data size, so we limit our input data size within a certain range to accommodate simulation time. For example, we constrain our input data size in adpcm less than 1K.

Therefore, we design controlled experiments as follows:

- Case 1: We fix the input data size while randomly changing the input data value, and then check the workload accordingly.
- Case 2: We fix the input data value while randomly changing the input data size, and then check the workload accordingly. (We start with a large input data size and reduce the data size while keeping the input value the same.)

We illustrate some example results in Fig. 2. Each graph presents the workload under 9 different input stimuli, where each stimuli has different input value but some of them share the same input size. For example, in adpcm, the first three bars represent three different input stimuli with the same input size (195) but different input values. Specifically, for all the applications illustrated in Fig. 2, we can see that under a fixed input size, the workload has no noticeable change even if the input value are different. This indicates that the input value has no significant impact on the workload for these applications. On the other hand, once the input size changes, the workload also changes significantly. We define such applications of which the workload are strongly determined by input size as size-oriented applications. Moreover, we observe that in size-oriented applications, the workload increases monotonically with the increase of the input size. This is reasonable as we look into the source code of the applications. For example, adpcm needs to do encoding and decoding for every two consecutive data, where each encoding and decoding operation will consume the same amount of cycles no matter what the input values are. The same principle applies to the other applications where the input size is the primary factor that drives the workload. Thus, a larger input data size implies a larger workload.

IV. WoMA CONSTRUCTION

The strong correlation between input size and application workload inspires us to develop a supervised learning model to predict the application workload.

To get the training data, we measure 1K data points where for each point, we generate a random input dataset with a random size I and then measure its corresponding workload W through the Gem5 simulation. For each workload, we classify it into one of the five workload classes: high, mild-high, middle, mild-low, low. These five classes are divided evenly of the whole workflow range observed in the Monte-Carlo experiments under 1K stimuli. We use five classes because the workload is used to guide dynamic frequency scaling, which, empirically, is performed at discrete levels such as five levels [7].

Thus, we set the input size, I as our input feature and \( C(W) \) (workload class) as our output labels. We apply logistic regression methods on these training data to train WoMA based on the analysis of the near-linear relationship between input size and application workload. We use logistic regression for two reasons: (1) we only have one dimension of the feature (size) and based on the preliminary analysis, the workload monotonically increases with the input size; (2) logistic regression is light-weight and hence suitable for embedded system.

V. EXPERIMENTAL RESULTS

A. Experimental Setup

We use 500 random data points as our testing input stimuli. For each input, we extract the output workload through Gem5 simulation and map it into one of the five workload classes. We use five sized-oriented applications: adpcm, aes, dfsin, blowfish, and gsm.

B. Model Accuracy

Since there are no previous works on predicting dynamic workload of applications based on a given input stimuli, we compare WoMA against following baseline methods that can help us evaluate the true performance WoMA:

- **rand**: predict the dynamic workload class among the non-empty classes which contain at least one instance randomly. Some classes might have no instance, thus we ignore those empty classes.
Multiply and Accumulate (MAC)

- **naive**: use a naive classifier to always predict the class which contains most instances. If the dataset is heavily biased, e.g., 99% of the data belongs to one class, then even a trivial class can achieve 99% prediction accuracy by always predicting that class.

Table I presents the prediction accuracy of workload of five applications under 500 different input stimuli using three models: WoMA, rand and naive. WoMA exhibits the prediction accuracy always at 100% across all applications. The rand model achieves average prediction accuracy at 20.0% while naive can achieve 30.2% on average. Thus, compared to these baseline models, WoMA exhibits 5.0X and 3.3X higher prediction accuracy.

**TABLE I**

<table>
<thead>
<tr>
<th>Applications</th>
<th>WoMA</th>
<th>rand</th>
<th>naive</th>
</tr>
</thead>
<tbody>
<tr>
<td>adpcm</td>
<td>100%</td>
<td>20.0%</td>
<td>25.2%</td>
</tr>
<tr>
<td>aes</td>
<td>100%</td>
<td>20.1%</td>
<td>22.3%</td>
</tr>
<tr>
<td>dfsin</td>
<td>100%</td>
<td>20.0%</td>
<td>47.1%</td>
</tr>
<tr>
<td>gsm</td>
<td>100%</td>
<td>20.0%</td>
<td>24.7%</td>
</tr>
<tr>
<td>blowfish</td>
<td>100%</td>
<td>20.0%</td>
<td>31.9%</td>
</tr>
</tbody>
</table>

C. **WoMA-based Dynamic Frequency Scaling**

One application of WoMA is to guide DFS. Fig. 3 presents the workflow of WoMA-guided DFS with two phases: workload prediction and frequency selection. In workload prediction phase, the logistic regression method can be easily implemented with a MAC unit. Specifically, a MAC unit with pre-stored coefficients and bias will compute the prediction result based on the input size. Then in the frequency selection phase, the predicted workload will be compared among several different workload-frequency \((w_i, f_i)\) pairs and select the proper frequency. Note that the frequency is selected to provide “just enough” speed.

\[
P = CfV^2
\]  

(1)

Let us take Blowfish application as an example and assume it has a deadline of 0.007s. There are five frequency settings, corresponding to the five workload classes as shown in Table II. We calculate the frequency which can satisfy the deadline for a given specific workload range. For example, if a workload falls into a “low” class (360K-430K), it would need a frequency at 61.4MHz (430K/0.007) to meet the deadline. Actually, any workload that falls into the “low” class can meet the deadline with 61.4MHz. In contrast, without the WoMA-based DFS, the processor would always run at worst case 101MHz (710K/0.007) frequency based on the “high” class. Then, according to Eq. 1, dynamic power consumption is proportional to the frequency. Thus, if we run the processor at 60MHz compared to 100MHz, we can save dynamic power consumption by 40% = \((\frac{100}{60}-1)\). Generally, for an application with deadline \(T\), the power saving at frequency \(f_i\) is \(\frac{f_i-f_0}{f_0}\).

**TABLE II**

<table>
<thead>
<tr>
<th>class</th>
<th>workload</th>
<th>frequency</th>
<th>power saving</th>
</tr>
</thead>
<tbody>
<tr>
<td>low</td>
<td>360K-430K</td>
<td>(\approx 63MHz)</td>
<td>40%</td>
</tr>
<tr>
<td>mild-low</td>
<td>430K-500K</td>
<td>(\approx 70MHz)</td>
<td>30%</td>
</tr>
<tr>
<td>middle</td>
<td>500K-570K</td>
<td>(\approx 80MHz)</td>
<td>20%</td>
</tr>
<tr>
<td>mild-high</td>
<td>570K-640K</td>
<td>(\approx 90MHz)</td>
<td>10%</td>
</tr>
<tr>
<td>high</td>
<td>640K-710K</td>
<td>(\approx 100MHz)</td>
<td>0</td>
</tr>
</tbody>
</table>
where \( w_i \) is the max workload of class \( i \) (e.g., the 500K in “mild-low” class for blowfish), \( p_i \) is the probability of a specific class. Note that the “high” class would not contribute to the power reduction as it requires the worst case frequency.

Using Eq. 2, we can compute the average power saving of the five applications as illustrated in Fig. 4. We can observe several facts. First, aes achieves lowest power savings (9.9%). This is because the workload distribution of aes is very narrow, limiting its extent of frequency scaling. Second, both adpcm and dfsin can achieve more than 60% power savings because their workload distribution is widely spread across five classes. Third, the gsm also achieves relatively low power saving because its “high” class accounts for a large portion of the workload distribution and the “high” class would not contribute to the power reduction because they belong to the worst-case scenario.

\[
pwr \_saving = \sum_{i=1}^{4} \frac{w_5 - w_i}{w_5} \times p_i
\]

These approaches will gather the runtime statistics information of the applications through the use of simulation or a hardware-based unit. For example, in [8], the simulator generates the information of cache miss to drive the voltage scaling setting. In [3], the simulator generates the information of IPC (instruction per cycle) rate to direct the voltage scaling. These works relied on either simulations or extra hardware monitor modules to obtain the runtime information.

Our work is different from all of these works because our work does not require compiler nor hardware support to model the application workload and hence guiding DFS. In addition, our work is complementary to recent power saving methods such as approximate computing [5] because our work does not degrade application quality.

VI. RELATED WORK

DVFS have been studied intensively over past decades. One category of DVFS assumes that the application workload is fixed and known in advance [11]. Thus, designers can tune DVFS level at the granularity of application-level to meet the timing constraints of applications. This assumption is not practical as application workload is determined by inputs. The second category of DVFS-related work utilizes static analysis at the code level to characterize the workload for performing DVFS. Typically, the compiler will analyze the application and generate useful information about application workload. For example, in [9], the compiler divides the application code into a set of blocks and for each block, the compiler can generate the worst-case execution time (WCET). Thus, the total workload of the application is the sum of WCET of each block. This category assumes that the knowledge of the source code is available for analysis. The third category of DVFS-related work make no assumptions about application workload and does not rely on compiler support. Typically, these works relied on either simulations or extra hardware monitor modules to obtain the runtime information.
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